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Abstract—With the increased interest in machine learning and
big data problems, the need for large amounts of labelled data has
also grown. However, it is often infeasible to get experts to label
all of this data, which leads many practitioners to crowdsourcing
solutions. In this paper, we present new techniques to improve the
quality of the labels while attempting to reduce the cost. The naive
approach to assigning labels is to adopt a majority vote method,
however, in the context of data labelling, this is not always ideal
as data labellers are not equally reliable. One might, instead, give
higher priority to certain labellers through some kind of weighted
vote based on past performance. This paper investigates the
use of more sophisticated methods, such as Bayesian inference,
to measure the performance of the labellers as well as the
confidence of each label. The methods we propose follow an
iterative improvement algorithm which attempts to use the least
amount of workers necessary to achieve the desired confidence
in the inferred label. This paper explores simulated binary
classification problems with simulated workers and questions to
test the proposed methods. Our methods outperform the standard
voting methods in both cost and accuracy while maintaining
higher reliability when there is disagreement within the crowd.

Index Terms—Crowdsourcing, Maximum Likelihood, Bayesian
Inference, Inter-rater Agreement, Consensus

I. INTRODUCTION

Large amounts of data have become an integral part of
many different fields in science, however, the data on its own
is not always meaningful and often need extra labels along
with it. Due to the scale of the data, it is often infeasible
for it all to be labelled by one person or even a small
team. For this reason, many machine learning practitioners
are turning to crowdsourcing platforms for low-cost data
labelling. Crowdsourcing has been shown to solve problems
across many different fields [1]. A real-world example of when
crowdsourcing was useful was shown in a paper by Foody
et al. [2] where they used volunteer labels on geographical
images to determine land cover in certain areas. ImageNET is
an image dataset which consists of over 14 million labelled
images which are used for training computer vision models. A
large portion of ImageNET was outsourced to online workers
through an online platform called Amazon Mechanical Turk
[3].

To ensure that the quality of the labels is not biased by a
single workers aptitude, it is beneficial to ask multiple workers
to provide labels for the data [4]. This introduces the question
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of what is the best way of aggregating these workers labels to
determine the true label. One of the most common methods
for determining the ground truth label from a set of labels is
by taking the majority vote [4], [5]. While this method is often
used across many scenarios, it opens up the issue of having
to use many workers to ensure the quality of the label is not
compromised by unreliable workers.

Another method which tries to address the issue of unreli-
able workers is by weighting workers based on some reliability
metric. A common way of determining the reliability of a
new worker is by giving a test question for which we already
know the ground truth and compare their answer to what
we know to be true [6]. This method fails to account for
the possible change in workers reliability or the chance that
their “test” questions were uncharacteristic of them. Instead,
a better method would be one which can continuously learn
and update new information about the workers. In this paper,
three possible methods will be explored which try to solve
these problems. The first one will be a weighted majority vote
scheme that assigns the workers historical accuracy as the
weight for their answer. The other two will be probabilistic
methods that estimate the probability of a worker giving the
correct label given their historical accuracy. Both a maximum
likelihood and Bayesian inference model will be explored.
The worker’s historical accuracy is judged by comparing their
answers to the crowd consensus.

The different methods are judged based on how accurately
they predict the correct label for a binary classification task.

This paper is structured as follows: Section 2 consists of
related work and some of the other methods which have been
proposed in this field; section 3 presents the formulation of
the methods and design choices we have used and section
4 covers the results. Section 5 concludes our findings and
presents future work.

II. BACKGROUND AND RELATED WORK

Much work has been done to improve the quality of labels
for a given task. In a method proposed by Jung and Lease
[7], a z-score metric to filter out unreliable workers is used.
In another paper proposed by Kumar and Lease [8] they
looked at comparing a single labeller method, a multi-labeller
method with a majority vote and a multi-labeller method with
Naı̈ve Bayes to improve label accuracy. However, the paper
assumes that the worker accuracies were known to the system.
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Tarasov et al. [9] looked at an approach for the dynamic
estimation of rater reliability, specifically for regression tasks
and they theorise that it could be applied to different types
of problems such as multi-class classification. This method
suggests that the problem can be formulated as a multi-armed
bandit problem which needs to choose between exploiting
current known workers skills or exploring new workers. There
have also been a few papers which model the workers or labels
as a probabilistic distribution with latent variables. They then
optimize the parameters of the distribution using Expectation
Maximization [10]–[12]. Raykar et al. [10] use a Bayesian
model by imposing a prior on the worker’s ability. However,
they don’t use full Bayesian inference but rather take a point
estimate from the mode of the posterior. In a paper put forward
by Foody et al. [2] they used a latent class analysis method
for estimating the quality of the labels given by the workers.

III. RESEARCH METHODOLOGY

A. Data

1) Workers: All of the workers and questions asked in this
paper were simulated. The system was set up such that each
worker has a unique probability of getting a given question
correct, each of these probabilities was drawn from a normal
distribution, any samples which are smaller than zero or larger
than one are rounded to zero and one to ensure it is a valid
probability. The workers were assumed to belong to one of
three classes: adversarial, normal and expert. The adversaries
probabilities were drawn from a normal distribution with mean
of 15 and a standard deviation of 5. The normal worker’s
probabilities were drawn from a distribution with mean 60
and a standard deviation of 15, this pool is assumed to be the
largest while also have the biggest variances between workers
abilities. This leads to a situation where some workers can
be “hidden” experts in the pool. The expert’s probabilities are
drawn from a normal distribution with mean 85 and standard
deviation 5. These latent probabilities were not known to the
different models. The workers in the expert pool are known to
the system but come at a higher cost. The cost of asking an
expert is five times the cost of asking a worker and the worker
was taken as unit cost – although this hyperparameter could
be adjusted for different situations.

2) Questions: To simulate the varying difficulty in ques-
tions, a “difficulty” value is added for each question. A
higher difficulty rating will decrease the probability of a
normal/expert worker getting the answer correct and decrease
the probability of an adversarial worker getting the answer in-
correct. This is under the assumption that adversarial workers
are trying to give misleading results by answering what they
think is incorrect. The probability is capped at 50% for hard
questions, as this represents the worker completely guessing.
The set of difficulty values used to simulate the set of questions
were drawn from a normal distribution with varying means and
a standard deviation of 15.

3) Available workers: To emulate the varying availability
of people, the entire worker pool is not available at all times.
Instead, the system will receive a randomly generated subset

of available workers for each question, and they can query
any of those workers for classification on a label. If the entire
set of workers is available for each question then it would
be beneficial to include a method which will occasionally use
non-optimal workers to ensure we explore all workers abilities.

B. Majority vote

The first method looked at was the common majority vote.
For each question, a set of available workers were asked to
give a label and then the responses were combined by choosing
the label that appeared the most. To avoid the possibility of a
tie, only an odd number of workers were asked.

C. Weighted majority vote

The weighted majority vote method tries to improve accu-
racy by weighting the better workers higher. The weighting
of each worker is calculated from the worker’s previous
agreement with consensus. Calculation of label L from a set
of predictions and workers weightings can be given by:

L = sgn

(∑
i

vi ∗ wi

)
. (1)

Where vi ∈ [0, 1] denotes the i’th workers weighting, wi ∈
{−1; 1} denotes the i’th workers prediction and sgn is the
sign function. (1) will return a label L of either -1 or 1. We
calculate vi by estimating the worker’s accuracies based on
how much they have agreed with the consensus. For a given
worker i, the respective weighting can be calculated as:

vi =
ci
Ni
, (2)

where ci denotes the number of questions worker i has agreed
with the previous consensus and Ni is the total number of
questions worker i has answered.

D. Expectation Maximization

In the previous method the expected accuracy of our work-
ers is used to weight them. However, this can be expanded to
a more probabilistic approach by considering the likelihood
of a worker giving a label wi ∈ {0, 1} given that the true
label is L = 1. To model the likelihoods of the workers we
will use the Bernoulli distribution. However, the latent variable
of the worker’s probability of giving the correct classification
is unknown at the beginning. Instead, the parameters of
maximum likelihood can be approximated at each iteration
using the Expectation-Maximization (EM) algorithm. The EM
algorithm will consist of two steps, the expectation step where
the label is calculated using the currently estimated parameters
and then the maximization step which updates the parameters
based on the previous data and the new data point added by
the expectation step. These two steps are then repeated for
each new question asked allowing for the system to learn
more about the workers as more questions have been answered
by each worker. This version of the EM differs from the
methods used in [10]–[12] as our implementation uses the
EM to iteratively learn about the workers after giving them



new questions and previous work optimises over an already
available set of labels for a set of tasks.
We make two assumptions:

1) The workers are independent
2) The prior probability of a label belonging to each class

is uniform, i.e. P (L = 1) = P (L = 0).
Let λi be the probability that worker i will provide the correct
label. Therefore,

P (wi = L) = λ
1−|wi−L|
i (1− λi)|wi−L|, (3)

and

P (wi|L = 1) = λwi
i (1− λi)1−wi , (4)

P (wi|L = 0) = λ1−wi
i (1− λi)wi , (5)

where wi is worker i’s response and L is the correct label. This
assumes that the worker is equally likely to supply the correct
label regardless of the true label. This assumption could be
easily relaxed by using separate Bernoulli Distributions in (4)
and (5).

Over multiple independent questions, the maximum likeli-
hood estimate for λi is:

λi =
ci
Ni
, (6)

where ci denotes the number of times worker i has agreed
with the consensus and Ni is the total number of questions
worker i has answered [13].

The problem exhibits symmetry around the true label value.
So without the loss of generality we consider the problem
where the true label is 1.

Bayes rule yields:

P (L = 1|wi...I) =
P (wi...I |L = 1)P (L = 1)∑1
k=0 P (wi...I |L = k)P (L = k)

. (7)

Assumption 1 allows for the joint probability between
workers to be changed into the product of probabilities.

P (L = 1|wi...I) =

∏I
i=0 P (wi|L = 1)P (L = 1)∑1

k=0

∏I
i=0 P (wi|L = k)P (L = k)

(8)

Assumption 2 means that the prior probabilities in the numer-
ator and denominator cancel each other out. This gives the
new formula of

P (L = 1|wi...I) =

∏I
i=0 P (wi|L = 1)∏I

i=0 P (wi|L = 1) +
∏I

i=0 P (wi|L = 0)
,

(9)
where wi is the label that worker i provided.

Equation (9) gives us a probabilistic formula for calculating
the likelihood of a label. The posterior allows us to measure the
confidence associated with each label and is calculated given
our current set of worker supplied labels. This confidence can
then be used to determine how many workers are required for
each question by adding more workers only if the confidence
is below some threshold. The process to answering a single
question is shown in Algorithm 1.

The confidence of a label being correct given our workers
responses, denoted by ωn, can be calculated by:

ωn = |P (L = 1|wi...I)− (1− L)|, (10)

where wi...I is the set of all labels returned from each
worker and L is the label chosen by the system based on
the probability calculated. The above formula will calculate
how close the probability was to the predicted label for each
respective label.

Result: Label L
Get each workers prediction from initial set of workers;
Calculate the probability of label being 0 or 1 using

Bayes formula and workers’ parameters;
Calculate the confidence;
while Confidence ≤ threshold do

Get another worker’s prediction;
Recalculate the probability;
Recalculate confidence;

end
if Confidence ≤ threshold then

Calculate label using experts;
end
Update workers’ parameters based on the label;
return label;

Algorithm 1: Iterative label improvement

This provides a way to improve the answer iteratively by
adding more workers as needed, instead of using all of the
available workers.

E. Bayesian Inference

In the maximum likelihood approach discussed above, a
point estimate for λi is used to model each worker. This can
cause over-confidence in the measure of a worker’s skill based
on previously seen data. As a way of reducing the effect
of this over-fitting on the initial data a more conservative
method can be used, such as Bayesian Inference. In this
case, a prior over our workers’ possible λ’s is introduced. To
simplify the calculation of the probability density, we use a
Beta distribution, which is conjugate the Bernoulli distribution
[13]. This can be given by:

P (wi|L = 1) =

∫ 1

0

Bernwi
[λi]Betaλi

[αi, βi]dλi. (11)

Due to the conjugacy between the Bernoulli and Beta
distributions (11) can be simplified to [13]:

P (wi|L = 1) =
Γ[αi + βi]Γ[αi + wi]Γ[1− wi + βi]

Γ[αi]Γ[βi]Γ[αi + βi + 1]
. (12)

Substituting (12) into (9) gives us the likelihood of the true
label which can be used to calculate the predicted label in the
same way as the previous method.

In (12), the α and β can be interpreted as prior parameters
that describe a probability distribution over λi, the probability
of the worker assigning the label correctly. This allows the



system to track how confident it is in the estimate of each
worker’s skill. The larger α is relative to β, the larger the
expected λi will be from the Beta distribution.

To allow for the system to learn more about the workers as
they answer questions, the α and β parameters should update
as more questions are answered by each of the workers. It can
be shown from the above equations that the α and β for the
nth question are α +

∑n−1
i=1 ci and β +

∑n−1
i=1 (1 − ci), with

ci = 1 if the worker agreed with consensus for question i
and 0 otherwise. This can be turned into an update rule by
storing the α and β for each worker and updating it after each
question they answer.

αn+1 = αn + cn (13)
βn+1 = βn + 1− cn. (14)

Again, we assume symmetry in the problem – that the workers
are equally skilled regardless of whether the true label is 0 or
1. This assumption is made because we are trying to model
the general case where no class is more difficult to label than
another. When this is not the case, separate prior parameters
for each case should be modelled.

This method follows the same Expectation Maximization
approach as the maximum likelihood case except the prior
parameters of the Beta Distribution are updated instead of the
point estimate of λi.

F. Bayesian inference with confidence update

An adjustment to the method above can be made by
changing the update rule of the α and β parameters in (13)
and (14). Instead of updating by a binary value of 1 or 0, the
update could incorporate information about how confident the
system is in that label. This allows for small adjustments on
labels which had a lot of disagreement or uncertainty and large
adjustments based on labels in which there is high confidence.
The update rule then becomes:

αn+1 = αn + ωncn (15)
βn+1 = βn + ωn(1− cn) (16)

Where ωn is given in (10).

IV. EXPERIMENTS

In this section, we will discuss some of the results we have
obtained from our tests. From here on the methods will be
denoted as MV for majority vote, Weighted for the weighted
majority vote, EM for the maximum likelihood method, BAY
for the standard Bayesian inference method and CONF for the
Bayesian inference method with the confidence update rule.
The cost measured in the experiments relates to how many
workers were used for each question. Using one worker has
a cost of one and using one known expert has a cost of five.
The shaded areas in the graphs represent the variance in results
between the different experiments.

A. Number of questions

In this experiment, we tested how the different methods
evolved as the workers were asked more questions. The
confidence threshold was fixed at 0.9, the number of workers
at 35 and the worker priors at 0.6 (for the Bayesian methods
we set the beta distributions means to 0.6). This means the
system expects the workers to have an average accuracy of
0.6 for questions with a difficulty value of 0.

From Fig. 1, the proposed methods outperform the majority
vote method in both cost and accuracy. The majority vote
implementation averages 71% accuracy with an average cost
of 21 per question. The weighted majority vote increases
the accuracy to 78% for approximately the same cost. The
reason there is a discrepancy between the costs in these two
methods is the majority vote will only use an odd number
of workers, whereas the weighted majority vote method will
use all of them. The probabilistic methods give even more
improvement over the weighted majority vote with the worst
one performing 3% better and the best with an accuracy
increase of 10% on average. However, a major benefit that the
probabilistic methods provide over the normal voting methods
is the improved average cost. From the same figure, it can be
seen that the cost of the probabilistic methods has a decreasing
trend as the workers are asked more questions, this can be
attributed to the fact that these models learn more about the
workers as more questions get asked and they have a way of
judging how confident they are in their answers. Out of the
three probabilistic methods, the two Bayesian inference mod-
els have the highest average cost compared to the maximum
likelihood, which shows how they are more conservative in
their belief about the workers with the confidence update rule

(a) Accuracy

(b) Average Cost

Fig. 1: Number of Questions Test



method being the most conservative. This conservativeness
leads them to ask more workers per question to meet the
confidence threshold. Because of the less conservative nature
of the maximum likelihood method, there is greater variance
in its results. This can be seen by the larger shaded areas.

B. Confidence Threshold

For this test, the effect of different confidence thresholds on
the probabilistic methods is explored. Each model was tasked
with answering 2000 questions and the rest of the parameters
were the same as in the previous test.

In Fig. 2 it can be seen that when the confidence threshold
is set at 0.5 the probabilistic methods perform even worse than
the majority vote and weighted majority vote. A confidence
value of 0.5 implies that each label is equally likely given
our worker labels. This leads the probabilistic methods to
take whatever label the initial set of workers gives them.
The Bayesian inference with confidence update shows the
lowest results for the low confidence threshold as the α and
β parameters of the beta distribution will change very little
relative to each other. An interesting result that can be taken
from the graph is that as the confidence threshold gets closer to
1, the two Bayesian inference models’ accuracies tend towards
each other. This is most likely because the update rules for
parameters of the two methods become more similar as the
average confidence increases. If we look at the extreme case
where the confidence was always 1, then the update rules
would be equivalent. Increasing the confidence threshold had
a drastic impact on the cost required, with the maximum
likelihood method requiring higher cost than both the majority
vote and weighted majority vote. From these results, we can
conclude that for tasks which require lower confidence, it is

(a) Accuracy

(b) Average Cost

Fig. 2: Confidence Threshold Test

more beneficial to use the standard Bayesian inference update
rule or the maximum likelihood model and, when higher
confidence is required, switching over to the confidence update
rule is more beneficial.

C. Difficulty

This experiment compared how the question difficulty influ-
enced the accuracy and costs of each method. In our system,
we simulate the varying difficulty of a question by increasing
or decreasing the probability of a worker returning the correct
label. When the difficulty is negative, the probability of
returning the correct answer will increase and if it is positive
it will decrease (If the worker is adversarial it will be the
opposite). The probability changes will not go below 50% for
standard workers or above 50% for adversarial. The difficulty
of this test was varied between -15 and 15 to represent easier
and more difficult questions respectively.

From Fig. 3 it can be seen that when the average difficulty
for each question is increased, all the methods become less
accurate. However, it can be noted that for the two Bayesian
inference methods are more robust to the increase in difficulty
as they do not lose accuracy as quickly. This could be because
the harder questions force the systems to use more workers
to maintain the confidence that is required. The ability for the
probabilistic methods to realise that there is more disagreement
in the system is what gives the probabilistic methods the edge
over the voting methods. It allows the models to control how
many workers need to be used to maintain the confidence,
which allows for the cheaper labels when the questions are
easier and trade-off the low cost for higher accuracy when
there is more uncertainty in the label. Incorporating confidence
here allows for more reliable labels on a wider range of

(a) Accuracy

(b) Average Cost

Fig. 3: Average Difficulty Test



difficulties. We can see that for the easier questions, the 5
methods perform similarly, but as the questions get harder, the
difference between the probabilistic methods and the voting
methods becomes clear.

D. Adversarial Workers

In this experiment, the effect of adding more adversarial
workers was investigated. The number of adversaries was
varied from 0 to 40, with 40 normal workers and 5 experts
also in the worker pool.

In Fig. 4 it can be seen how the different methods react
towards having workers who are actively trying to sabotage
the system. The maximum likelihood method and Bayesian
inference with confidence update rule maintain their accuracy
even when the worker pool is made up of around 35%
adversarial workers. The worst of the 5 methods was the
weighted majority vote, which drops off rapidly as the number
of adversaries increases, with its accuracy dropping below the
majority vote model when the adversaries make up around
30% of the system. The increase in cost for the voting
methods can be attributed to the increase in worker pool
size from adding more adversaries. It is worth noting that
the variance in the results across the multiple test runs for
the probabilistic methods increases greatly as the number
of adversaries increase. This shows that the quality of the
labels in these methods become more erratic, even though they
generally still outperform the voting methods.

V. CONCLUSION AND FUTURE WORK

Crowdsourcing is an invaluable tool in many data-driven
fields. Because of the discrepancies between workers’ agree-
ments, we often have to use multiple workers for each task.

(a) Accuracy

(b) Average Cost

Fig. 4: Adversarial Test

The majority vote performed the poorest of all the methods
explored by only maintaining a competitive accuracy with
the other methods for the easiest of questions. The weighted
majority voting method improved performance slightly but still
suffered from the high cost of the majority vote system.

Of the three probabilistic methods, the Bayesian inference
with the confidence update rule performed the best by having
the highest average accuracy but at a slightly higher average
cost. The different methods average costs tend to converge
as more questions are asked making the Bayesian inference
with the confidence update rule useful in situations where we
consistently use the same set of workers to answer questions.
In other cases when the workers are only being used for a
small set of questions, the expectation-maximization method
will be more beneficial with its lower average cost.

Future work should focus on testing the methods on real-
world data, to relax some of the constraints imposed on the
problem – such as the independence of workers and questions
– and extend the system to non-binary classification problems.
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